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Figure 1: Results of the proposed visualization technique applied to the L1R_F8L family. While the visualization using the Clustal color scheme provides an overview, features such as absolutely or highly conserved areas are hard to detect (a). By using GVF analysis, we can extract conserved areas (green), gaps inserted by the alignment algorithms (red), and areas containing residues of low conservations (yellow) (b). The detected features can be imposed onto the original MSA (here shown in gray scale) to support visual annotation (c).

ABSTRACT

Multiple sequence alignment (MSA) is essential as an initial step in studying molecular phylogeny as well as during the identification of genomic rearrangements. Recent advances in sequencing techniques have led to a tremendous increase in the number of sequences to be analyzed. As a result, a greater demand is being placed on visualization techniques, as they have the potential to reveal the underlying information in large-scale MSAs. In this work, we present a novel visualization technique for conveying the patterns in large-scale MSAs. By applying gradient vector flow analysis to the MSA data, we can extract and visually emphasize conservations and other patterns that are relevant during the MSA exploration process. In contrast to the traditional visual representation of MSAs, which exploits color-coded tables, the proposed visual metaphor allows us to provide an overview of large MSAs as well as to highlight global patterns, outliers, and data distributions. We will motivate and describe the proposed algorithm, and further demonstrate its application to large-scale MSAs.

1 INTRODUCTION

Sequences of DNA, RNA, and proteins are the fundamental components of modern biological research. Multiple sequence alignment (MSA) is a way to organize these sequences, such that similar sequence features can be identified [21]. With respect to protein sequence analysis, a feature can be for instance the protein’s structure, its function, or its homology with an ancestor. In the context of genomic analysis, insertion places for engineered gene sequences are commonly investigated features of interest.

Recent advances in the development of sequence alignment algorithms have led to an improved performance for large data sets, which enables domain experts to generate large-scale MSA data.
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While MSA accuracy has also been improved, no single alignment algorithm is perfect for all data sets [16], and MSAs from even the most accurate MSA algorithm can contain errors, often referred to as alignment artifacts [16]. Due to the increasing number of biological modeling methods depending on MSAs, it is essential that domain experts can bring in their knowledge to improve the data or to discover features of interest. For these purposes, a variety of tools and algorithms have been proposed for MSA visualization within the last two decades [22], of which many exploit the use of color-coding schemes designed for a better feature emphasis. Although color-coding schemes are known to provide an efficient visual metaphor for representing MSAs, they can also cause confusion in regions with complex patterns [17]. In addition, the sole use of color-coding schemes limits the effectiveness when dealing with large-scale MSAs. As modern MSAs can easily incorporate ten-thousands of sequences, it is clear that showing an overview as a color-coded table is not appropriate to enable the discovery of previously unknown features.

To support the analysis of large-scale MSA data sets, we propose a novel visualization approach that emphasizes features which are of potential interest. We transform the traditional table-based representation of the MSA data into pixel-based representations, which we visually annotate to enable exploration and discovery. Our approach is motivated by three reoccurring analysis goals which we have identified in cooperation with domain experts who frequently analyze MSA data. First, the exploration of regions with different levels of conservation, which helps to identify residues that are important or even critical, depending on the degree of their conservation. Second, areas containing changes caused by the alignment process need to be detectable. Third, the detections of regions where there is no observable conservation are of interest in the context of sequence engineering. For instance, when applying rational protein design, these regions can help to identify locations for site-directed mutagenesis. While the remainder of this paper focuses mainly on protein sequence analysis, the set of goals is often similar for genome sequence analysis, and our approach can therefore be extended to apply there.

In a traditional table-based representation of a MSA, there is
a strong downward transition of the color patterns in highly conserved areas. On the other hand, the color patterns change disruptively or present sideways transitions in the areas containing gaps inserted by alignment algorithms. Consequently, to support the identification of absolutely or highly conserved areas as well as no observable conservation areas, which helps to target the mentioned goals, we employ gradient vector flow (GVF) analysis. GVF analysis enables us to detect relevant patterns, while at the same time supporting their shape aware highlighting for visualization purposes. The latter is of importance as feature extraction and annotation should not disturb the overall structure of the underlying MSA data. To be able to apply GVF analysis to MSA data, we transform a pixel-map of the MSA data into a vector field representation which we generate by taking into account the principal conservation axis, e.g., typically the y-axis as used in standard table-based MSA visualizations. Therefore, we can compute similarity and dissimilarity vectors to which we apply GVF analysis to extract relevant features on a larger scale and to further support their visual emphasis. The thus achieved visual representation has been designed by taking into account both, the capabilities of the human visual system and the goals identified together with domain experts. As a result, we are able to visually annotate the existing table-based MSA visualizations in order to visually guide domain experts during the exploration process. Our two main contributions are:

- A novel approach to identify patterns within large-scale MSA data, based on gradient vector flow analysis.
- An intuitive visualization metaphor, which we have designed to enable the visual annotation of large-scale MSA visualizations, and thus support visual guidance.

The remainder of the paper is structured as follows. In the next section, we review work related to our approach. In Section 5, we describe our novel MSA feature extraction approach exploiting GVF analysis, while Section 6 introduces the proposed visualization approach developed to highlight the extracted features of interest within large-scale data. We present the results of the proposed visualization technique applied to different MSA datasets in Section 5 and conclude the paper in Section 6.

## 2 Related Work

**MSA visualization.** Many tools for MSA visualization have been developed over the past 20 years [22]. The output of an alignment algorithm can be interpreted as a matrix, in which each row is a sequence and each column defines equivalent positions across all sequences. Consequently, conventional MSA visualization techniques have adopted a table-based approach [2,9,10]. For instance, sequences are represented as rows and the corresponding residues and bases are depicted as letters arranged on a grid. Despite its simplicity, this type of visual representation provides a good control over the automatic generation of figures as well as the ability to work in both desktop and web-based environments. To further improve the visualization of MSAs, various color-coding schemes have been proposed [17,33]. The incorporated coloring effect helps to identify regions where specific properties predominate and at the same time highlight the variations. The existing schemes can be classified into two main categories: quantitative schemes which convey trends in specific empirical properties, and qualitative schemes which depict general physicochemical classes. Among various color-coding schemes provided in different visualization systems, the Clustal [17] and the Taylor scheme [18] are widely supported, and used [22]. Larkin et al. [17] also proposed an alternative way of using coloring schemes called shading to avoid confusion in regions with complex patterns of variations. Specifically, symbols are shaded on the basis of both their type and their predominance at each alignment position.

When dealing with the visualization of large-scale MSAs, there are two major approaches: clustering of sequences and profile-based representation. The common goal of these two approaches is to reduce the amount of data to be visualized. By applying frequency analysis, Schneider et al. [27] transform the traditional table-based representation of the MSA into a frequency-based profile representation. The authors proposed a compact visual representation of the input MSA that reveals not only the consensus sequence but also the relative frequency of bases and the information content at every position in a site or sequence. Schuster-Böckler et al. [29] proposed an extension to the Sequence Logos visual representation by incorporating both emission and transition of probabilities of the Profile Hidden Markov Models (pHMM). As a result, the central aspects of the underlying pHMM can be revealed through the visualization. Roca [25] proposed another profile-based approach to depict the frequency of residues at each position in combination with the traditional table approach. While a profile is an abstraction of the underlying MSAs that helps to reduce the amount of data that needs to be rendered, it does not capture important information such as the correlations between amino acid positions in subfamilies, and the visibility of specific subgroups in the MSAs. Clustering techniques are commonly used in both large-scale MSAs and microarray analysis visualization [26,13], which shares many common challenges. Darling et al. [8] proposed a clustering approach to efficiently divide each sequence into blocks and achieve a less cluttered visualization. The authors also proposed matching criteria to assist the alignment process and highlight the relationships between sequences in the MSA. Clustering techniques can also be used to reduce the original MSA to a subset of representative sequences based on a sequence similarity metric. However, as the size of the original MSA increases, number of sequences in the clustering result still poses challenges to the traditional visual representation of MSAs.

Recent sequence analysis systems, such as Jalview [5,33], and eBiX [11] do not only visualize MSA data, but also incorporate analysis capabilities. Users can perform annotations and alignment editing, such that domain knowledge can be incorporated to achieve a better alignment result. Jäger et al. [14] proposed a novel visual analytic approach to deal with time series alignment data. Their system allows users to align multiple series experiments and visually explore the aligned expression profiles through the integration of different 2D and 3D views. Miller et al. [20] have also proposed a multi-scale visualization approach that can handle dense evolutionary data. Moreover, other systems such as SEA VIEW and PHYLO_WIN allow users to easily modify parts of the alignment either manually or semi-automatically [3]. While current MSA visualization approaches and systems have shown to be useful in the analysis of MSA data, they all lack the ability of provide an overview of the whole set of sequences, from which gross trends can be identified. Recently, Herbig et al. [12] have proposed the GenomeRing visualization metaphor. By deriving a common coordinate system for all sequences in an MSA, visual annotations become possible. However, in contrast to our approach and the table-based layout adapted by most sequence renderers, GenomeRing exploits a circular layout. Although the circular layout nature of the technique helps to convey information efficiently for a small number of sequences, the visualization of large MSAs can be cluttered.

**Gradient vector flow analysis.** Active contours, or snakes, are extensively used in the field of computer vision and image processing to identify the boundaries of objects. Gradient Vector Flow (GVF), which serves as an external force field for active contours, is a feature-preserving spatial diffusion of gradients [34]. It overcomes the limitation of traditional active contour models proposed for instance by Kass et al. [15]. Particularly, GVF avoids the problem of getting stuck in boundary concavities and low capture range. Since its introduction, GVF has been successfully applied to dif-
amino acid replacements during the alignment process. Therefore, we exploit GVF analysis that enables feature
the alignment algorithms. In order to convey these directional patterns, there is a strong downward transition of the color pat-
the characteristics of patterns in large-scale MSAs. In highly con-
areas containing no observable conservation.

Abp2 family (PF09441) containing 71 sequences using the Clustal color-coding scheme. While the visual-
whole MSA makes the identification of features difficult (b).

3 GVF ALGORITHM

3.1 Mathematical Background

Active contours are curves that move in an image while trying to minimize their energy. The traditional active contour models, or the snake algorithm, proposed by Kass et al. [15] uses an external force and an internal force to conform the contour to certain features in the image. While the external force is computed from the input image, the internal force is derived from the contour itself. The contour can be computed as follows: Let \( s \in [0,1] \) be a parametric curve, the curve that represents the snake, \( X_t(s,t) \), at time \( t \) is defined as follows:

\[
X_t(s,t) = \alpha X''(s,t) - \beta X'''(s,t) - \nabla E_{ext}
\]

where \( X(s) = [x(s), y(s)] \), \( X'' \) and \( X''' \) are the second and fourth order derivatives, \( \alpha \) and \( \beta \) are constants that define the internal forces, and \( \nabla E_{ext} \) is the external force.

The drawback of this approach is that the algorithm often gets stuck in boundary concavities and is sensitive to its initialization. The GVF proposed by Xu and Prince [14] introduces a new external force to overcome the limitation of the traditional snake algorithm. The external force, \( \nabla E_{ext} \), in Equation 1 is replaced by a vector field, \( V(x,y) = [u(x,y), v(x,y)] \), that minimizes the energy function:

\[
E(V) = \int \int \mu (u_{x}^2 + u_{y}^2 + v_{x}^2 + v_{y}^2) + |\nabla f|^2 |V - \nabla f|^2 \, dx \, dy
\]

where \( f(x,y) \) is an edge map of the original image, \( \nabla f \) is the corresponding gradient map, and \( \mu \) is a constant that represents the noise level in the image. The solution of Equation 2 can be found by considering the vector field, \( V(x,y) \), as a function over time:

\[
u_t(x,y,t) = \mu \nabla^2 u(x,y,t) - b(x,y) u(x,y,t) + c_1(x,y)
\]

\[
v_t(x,y,t) = \mu \nabla^2 v(x,y,t) - b(x,y) v(x,y,t) + c_2(x,y)
\]

where \( b(x,y) = f_x(x,y)^2 - f_y(x,y)^2 \), \( c_1(x,y) = b(x,y) f_x(x,y) \), \( c_2(x,y) = b(x,y) f_y(x,y) \), and \( \nabla^2 \) is the Laplacian operator. Here, the iterative numerical solution of Equation 2 can be obtained by substituting the following variables to Equation 3:

\[
u_t = \frac{1}{\Delta t} (u_{t+1,j} - u_{t,j}), \quad v_t = \frac{1}{\Delta t} (v_{t+1,j} - v_{t,j})
\]

\[
\nabla^2 u = \frac{1}{\Delta t \Delta y} \left( u_{i+1,j} + u_{i-1,j} + u_{i,j+1} + u_{i,j-1} - 4u_{i,j} \right)
\]

\[
\nabla^2 v = \frac{1}{\Delta t \Delta y} \left( v_{i+1,j} + v_{i-1,j} + v_{i,j+1} + v_{i,j-1} - 4v_{i,j} \right)
\]

It is worth noting that the values for each position can be calculated independently of the other positions; thus, the GVF calculation for the whole MSA data can be parallelized. As a result, we can exploit the parallelism nature of the GPU to improve the performance of the algorithm.

3.2 MSA Analysis

The GVF algorithm discussed above contains two main stages: the computation of the initial GVF field and the propagation of the vector field based on the iterative solution of the underlying function. To enable the usage of GVF in the context of MSA analysis, we introduce constraints to both of these stages to directly incorporate the conserved structures as well as the disruptive changes into our algorithm.

Gradient initialization. We first represent the MSA as a pixel map, in which each line is a sequence in the MSA and each pixel is a residue of the corresponding sequence. The corresponding pixel color is represented in the HSV color space to be able to separate residues based on their hue. However, depending on the used color-coding scheme, the distribution in the hue channel may not be uniform. Therefore, we perform a histogram equalization on the hue

Figure 2: Table-based visualization of the MSA from the Abp2 family (PF09441) using the Clustal color-coding scheme. While the visualization of the first 10 sequences limited to the first 117 columns in the MSA provides both, focus and context (a), the visualization of the whole MSA makes the identification of features difficult (b).
channel to avoid bias in the vector calculation process. Based on this representation, we can now compute the initial gradient field, whereby we exploit to different vector calculation methods. For the residues we calculate similarity vectors pointing into the direction of highest similarity, while for the gaps we exploit standard central differences gradient computation to obtain dissimilarity vectors. In the context of MSA analysis, the level of conservation is represented by the frequency of residues in the same column. This property can be represented as a flow pattern of highly conserved regions that is vertically directed. On the other hand, the disruptive change areas caused by the alignment process can be represented by a flow pattern that goes side ways. Therefore, the initial gradient field constructed from the input MSA image, $I$, is defined as follows:

$$\text{grad}(x, y) = \begin{cases} 
(0, 1.0 - (I(x, y + 1) - I(x, y - 1))) / 2.0 & \text{for residues} \\
(l(x+1, y) - l(x-1, y), l(y+1, x) - l(y-1, x)) / 2.0 & \text{otherwise}
\end{cases}$$

Figure 3(a) shows the visualization the L1R_F9L family (PF02442) using the Clustal coloring scheme where black pixels depict gaps (a), can be transformed into the initial vector field used by the GVF algorithm (b). The $x$ and $y$ components of the vectors are encoded in the red and green channel; whereby high intensities are associated to positive values.

In the context of MSA analysis, high conservation in the MSA (see Figure 4(b)).

Figure 5 shows a comparison of isotropic and anisotropic propagation of the initial gradient field. In the standard isotropic propagation scheme, the initial gradient field is equally propagated in all directions as long as it minimizes the energy function in Equation 2. As can be seen in the top left of Figure 5(a), the isotropic property allows the gradients to propagate in all directions; thus, generate a circular shape (in shade of yellow) around the disruptive change (red). On the other hand, the initial gradient field is propagated unequally along different axes in the anisotropic propagation scheme (see Figure 5(b)). This enables us to extract highly conserved areas by emphasizing the propagation in the vertical direction. While the isotropic propagation scheme requires a smaller number of iterations to identify features of interest, it leads to the merging of regions that are close to each other, which is not always preferable for identifying conserved areas. However, the isotropic nature of the propagation process helps to identify the areas containing residues of low conservation. For instance, the isotropic propagation leads to the almost uniform distribution of gradient directions around the residues of low conservation. As a result, we can detect these features of interest through critical point detection.

As the gradient field propagation is an iterative process, the number of iteration can have impact on the result of the analysis. Figure 6 illustrates the results of anisotropic gradient field propagation in 0, 10, and 20 iterations. As the number of iterations increases, the gradient field propagation has the tendency to close the gaps between sequences in the MSA. Thus, we are able to extract regions,
Figure 6: Results of the anisotropic vertical gradient field propagation with a different number of iterations: 0 iterations (a), 10 iterations (b), and 20 iterations (c). A higher number of iterations leads to a gap closure between same residues, and thus allows to detect areas with a high frequency of residues but no clear conservation.

where no clean conservation is present, but a high frequency of the same residues with only local interruptions. The analysis on this result can help to provide a clean overview of the MSA as demonstrated in Section 4.

4 VISUALIZATION

The advantage of the commonly used color-coded table-based representation is the ability to reveal spatial correlations as well as local structures within MSA data sets. However, the visualization becomes less expressive as the number of sequences in the MSA increases. To deal with this downside when visualizing large-scale MSA data, often the spatial context is neglected and the sequences are depicted through statistics, as for instance residues histograms. While profile-based visualizations enable the abstractions of MSA by reducing the amount of information to be rendered, a profile does not capture any spatial information, such as the correlations between alignment positions, or the visibility of discernible sub-groups in the MSA. Consequently, such a visualization does not enable to obtain a detailed view of the whole MSA with all sub-structures. When on the other hand using sequence clusters to reduce the amount of data to be visualized, the spatial context can be preserved. However, large MSAs that contain tens of thousands of sequences still result in high a number of clustered sequences which is challenging for the table-based visualization approach. By exploiting the proposed GVF analysis, we are able to support the visual identification of patterns in large-scale MSA data. It is worth mentioned that the proposed GVF analysis is shape-preserving. Particularly, the proposed technique does not introduce artifact into the original input data. As a result, the extracted features from the GVF analysis conform with the original structure in the MSA under investigation, and the proposed visualization technique does not introduce artifact into the original data.

Feature emphasis. Based on the GVF analysis, we can identify conservation areas, the patterns of the gaps inserted by the alignment algorithm, as well as the areas containing residues of low conservation. The colors of these features have been chosen to comply with the rules of pre-attentive perception. In the GVF, the flows that represent the conserved areas move vertically so they are colored green. On the other hand, the flows that moves horizontally, which reflect the gaps inserted by the alignment algorithm, cause disruptive changes so they are colored red. The residues with low conservations are colored in shades of yellow for highlighting. Figure 1(b) illustrates the visualization of features extracted from the GVF analysis applied to the L1R_F9L family (PF02442). While the green vertical lines depict the conserved areas, the red horizontal lines show the disruptive changes in the flow, which reflect the patterns of the gaps inserted by the alignment algorithm.

A common problem arising when visualizing large-scale MSA data is that the size of features can be small in comparison to the large amount of data that needs to be rendered. Therefore, in order to emphasize small features of interest in an overview visualization, special considerations are required. Particularly, while the widely used morphology operators in image processing can help to highlight small features, they introduce artifacts along the way since they are not shape-preserving. The advantage of using the presented GVF analysis allows us to increase the propagation process of the gradient field to upscale the detected features and guarantee the coherence with the original structure of the MSA. In Figure 1(b) the residues with low conservation are shown as yellow-shaded circles and they are adhere to the original structure as shown in Figure 1(a).

Now that we were able to depict features of interest, they need to be shown in the context of the original representation in order to link them to specific residues. While multiple linked view setups have been proven to be very useful when dealing with multiple visual representations, its application to the visualization of large-scale MSAs can be limited due to the amount of rendered information as well as the complexity of underlying data distributions. As especially the latter makes the mental registration difficult, alternative concepts are needed. We make use of overlaying...
and use the extracted features as visual annotations. As illustrated in Figure 1(c), the detected features are color-coded and imposed onto the gray scale format of original MSA image, which serves as the background formation. This enables us to highlight features in the context of the original MSA and avoid a cumbersome mental spatial registration between the two visual representations. In addition, we allow for interactive changes of the degree of blending between the two representations.

Conservation exploration. While the standard conservation histogram provides statistical information about the distribution of the residues in the individual columns, it does not capture their spatial distribution. By using GVF propagation with the vertical constraint introduced above, we can identify the length of the flow patterns to detect conserved regions. As the detected features adhere to the original structures, we can not only show the level of conservation but also visualize them in the original context. This enables us to facilitate the exploration of the conservation level in the MSA. Figure 7 illustrates the exploration of different levels of conservation in the MSA. From top to bottom is the visualization of the conserved areas that have the length greater than or equal to 20%, 50%, and 80% of the absolute conservation. As the level of conservation exploration can help researcher to quickly identify absolute conserved areas as well as highly conserved areas, it facilitates the detection of residues that are critical for function as well as residues that are probably important for function or structure stability.

5 Test Cases
We applied the proposed visualization technique to two large-scale MSAs from the Pfam database (Wellcome Trust-Sanger Institute) [23]. The Sulfatases are a highly conserved enzyme family, with similar overall folds, mechanisms of action, and bivalent metal ion-bindings [8][30]. The MSA (PF00884) contains 18,763 sequences with the maximum length of 1,668 residues, whereby the MSA of the Sulfite exporter TauE/SafE (PF01925) contains 12,351 sequences with the maximum length of 1,220 residues. In both cases, as the number of sequences exceeds ten thousand, the ability to convey the gross trends of the whole family is a challenge.

Figure 9 shows the visualization of the Sulfatase enzymes family (PF00884) using our proposed visualization approach. In Figure 9(a), the whole family is visualized using the Clustal color scheme. Each line in the image represents a sequence and each residue is represented as a pixel at the corresponding position. Figure 9(b) illustrates the result of the extracted features based on the GVF analysis. Although the use of color helps to reveal the highly conserved position in the traditional representation, it is difficult to perceive the patterns of the gaps that disrupt the conservation. Our visualization in Figure 9(b) not only manages to reveal the highly conserved regions but also to emphasize the patterns resulting from gaps. The visualization depicts highly conserved areas in a manually annotated data set, which has been previously visualized by Procter et al. [22]. With our approach, the areas containing residues of low conservation are detected through the GVF analysis and highlighted through yellow-shaded circular shapes. The application to the Sulfite exporter TauE/SafE as shown in Figure 8 has similar qualities. Thus, our visualization enables a quick overview by depicting the gross trends which are of potential interest. By seamlessly blending between the standard Clustal representation and our extracted features, domain experts can explore large-scale MSA data sets by obtaining an overview and residue details simultaneously.

6 Conclusions and Discussions
In this paper, we have proposed a novel approach for extracting and visually emphasizing patterns in MSA data. By transforming...
a pixel-based MSA representation into a vector field, we were able to apply GVF analysis in order to extract patterns, which are important during the MSA analysis process. Therefore, we combine isotropic and anisotropic vector propagation, which helps us to extract conserved as well as non-conserved areas. Due to the shape preserving nature of the GVF analysis, the extracted information can be used to visually emphasize the detected features, and ultimately annotate a standard table-based MSA representation. The proposed visual emphasis has been developed with respect to the perceptual properties of the human visual system, and thus enables the user to spot patterns of interest even in overview visualizations of large-scale MSA data. We have demonstrated our approach by applying it to various MSA data sets used for protein analysis.

In the future, we would like to conduct a thorough evaluation to serve as a foundation for improving the presented approach. Thus, extending the technique to handle genome data, and making it available to a wider audience of domain experts are important steps. While we currently derive the initial vector field from a histogram-equalized pixel-based MSA representation, we plan to experiment with different value distributions. By distributing the intensities encoding residues in various ways, it would become possible to specifically emphasize transitions between certain amino acids or amino acid groups of interest. Furthermore, we would like to investigate how the presented approach can be used to compare the results of different alignment algorithms, and how we can exploit different sequence orderings, which we currently not address.
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Figure 9: Visualization of the MSA of Sulfatase (PF00884) consisting of 18,763 sequences with the longest length of 1668 residues. The visualization of the whole MSA using the Clustal color scheme (a) in comparison to the features extracted and visualized using the proposed GVF analysis technique (b). While the vertical green lines depict the highly conserved areas, the horizontal red lines show the patterns of the gaps inserted by the alignment algorithms that cause disruption in the conservation areas. The residues of low conservation are shown in yellow-shaded circular shapes. The proposed technique enables highlighting of the absolutely or highly conserved areas as well as emphasizing the gaps that cause disruption.