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Abstract—In visualization, the combined role of data reconstruction and its classification plays a crucial role. In this paper we propose a novel approach that improves classification of different materials and their boundaries by combining information from the classifiers at the reconstruction stage. Our approach estimates the targeted materials’ local support before performing multiple material-specific reconstructions that prevent much of the misclassification traditionally associated with transitional regions and transfer function (TF) design. With respect to previously published methods our approach offers a number of improvements and advantages. For one, it does not rely on TFs acting on derivative expressions, therefore it is less sensitive to noisy data and the classification of a single material does not depend on specialized TF widgets or specifying regions in a multidimensional TF. Additionally, improved classification is attained without increasing TF dimensionality, which promotes scalability to multivariate data. These aspects are also key in maintaining low interaction complexity. The results are simple-to-achieve visualizations that better comply with the user’s understanding of discrete features within the studied object.

Index Terms—Reconstruction, signal processing, kernel regression, volume rendering

1 INTRODUCTION

Classification is one of the core steps in the visualization pipeline and is commonly applied either explicitly through dedicated off-line classifiers or implicitly through the visual mapping provided by, for example, a transfer function (TF). Yet, classification based on reconstructed data is never perfect and designing cost-efficient solutions to minimize misclassification is an active area of research.

It is common practice in visualization applications to reconstruct a fully continuous signal, i.e. that given two neighboring values the signal is assumed to pass through all other values that exist between. This practice comes with a significant risk that the reconstructed data values, after the visual mapping, end up representing materials at locations where they were not present in the studied object. As an example, consider a medical Computed Tomography (CT) data set in which the attenuation values in the data represent different materials. Bone and air are two materials that are far apart in the attenuation spectrum. Then let a volume rendering ray pass from air into bone. Under the assumption of continuity, the reconstruction will create values that correspond to all intermediate attenuation levels and thus take the appearance of skin, fat, muscles, contrast agent, and other tissues.

Fig. 2 highlights this problem where the visual appearance of contrast-enhanced vessels, observed at 400–600 Hounsfield units (HU), is not confined to the vessels, but appear in every ray that passes through both air (less than -800 HU) and dense bone (greater than 850 HU).

Rendering of transitions between differentiable materials has been addressed through methods based on derivative expressions such as gradient magnitudes. We will show that those methods are less ideal in classifying individual materials and also inevitably lead to an increase of the dimensionality of the TF with one or two dimensions.
This adds interaction complexity, prevents the use of inherently multi-variate TFs, and does not resolve the misclassification problem as well as the herein proposed method. We also show that the use of methods based on segmentation masks and labeled volume rendering leaves several issues unresolved.

Our approach to address the problem above is centered around the reconstruction step in the visualization pipeline. Given an object of study that consists of separate features our goal is to achieve continuous visualizations within each feature while representing discontinuous boundary regions between features. We thus change the objective of the reconstruction to no longer be restricted to the reconstruction of a single “optimal” signal, but rather to provide the overall best representation of the object of study based on prior knowledge of its features and their visualization.

The first step in our feature-constrained reconstruction method is to obtain a probabilistic classification (see Section 4) which is used to assign importance weights to the original grid points. We then reconstruct one sample value for each feature that is within the reconstruction kernel range using the importance values as reconstruction weights. We use a kernel regression framework that provides reconstruction validity along with reconstructed values (see Section 5). The reconstruction validity is used during the intermixing stage to limit the visual contributions from all features to their respective signals’ spatial support as they are combined to a final visual output (see Section 6). As can be seen in Fig. 1 and Fig. 3, the output of our method resembles post-classified rendering within features and pre-classified rendering between features.

It should be noted that, in contrast to previous work, we represent features in discontinuous boundary regions through weighted extrapolation, not by explicitly modeling or classifying data behavior across these regions. This has several benefits. First, the classification of a single feature is less dependent on its surroundings, less dependent on well defined gradients, and also less sensitive to noise. Second, misclassification can be addressed without increasing the dimensionality of the TF, which allows us to maintain an easy-to-use user interface and also increases the scalability of our method to multivariate data such as Dual-Energy CT (DECT) data.

The main contributions of this paper can be summarized as:

- Presentation of a boundary aware approach to reconstruction of data that handles continuity within features as well as discontinuities in boundary regions.
- A novel extension of the kernel regression framework to handle reconstruction of multiple features using anisotropic kernels.
- Reduction of the impact of partial volume effects while maintaining high frequency details within features through adaptive kernel sizes.
- A simple-to-use approach that seamlessly combines probabilistic classification, adaptive reconstruction and visual mapping without increasing interaction complexity.

2 RELATED WORK

When the TF was introduced by Drebin et al. [5] it was done so with an explicitly probabilistic classification of samples. Bayesian estimates were used to yield material mixture percentages for each voxel, which subsequently were used to combine visual contributions from the participating material using ‘accumulation level intermixing’ as described by Cai and Sakas [3]. Our work uses the same level of intermixing to combine the materials, i.e. at each step along the ray, and a similar form of classification. However, we separate the signal reconstruction to each material and use a validity-based weighting to combine the material estimates, which solves many of the misclassification issues of the original approach.

Since the work of Drebin misclassification and partial volume problems have mainly been addressed in three ways. One category relies on the TF as a visual classifier which produces good visualizations but does not classify voxels. A second category aims to computationally solve partial volume effects through statistical methods using models for all materials, or combinations of materials, that may exist in the data. A final category of works rely on explicit segmentation masks to limit the area-of-effect of the TF.

Visual classification: Gradients of the scalar field are used by Levoy [17] to better discriminate the material boundaries. Kindlmann and Durkin [11] introduce the boundary emphasis function that explicitly targets material boundaries. It is based on an abstraction using the scalar value, the first and the second derivatives to better visualize iso-surfaces, i.e. material boundaries, through opacity mapping. This method is similar to ours in that a simplified user interface allowed ease of visual classification of the underlying volume. Kniss et al. [12] extend this idea to widget-based TF design. Their user interface is, however, more complex than our technique, and we also seek to classify individual voxels, not only creating visual representations of material boundaries. A TF method capable of identifying sheet like structures, e.g. material transitions, is proposed by Sato et al. [22]. The method improves classification for recognizable shapes but carries the same weaknesses as the derivative based methods due to the increase of the dimensionality of the classification space.

Statistical models: A comprehensive overview of decision theory and probabilistic models is given in the work by Bishop [1] and an overview on image processing methods by Gonzalez and Woods [6]. Probabilistic classification for visualization is summarized by Kaufman and Mueller [9] and its advantages are demonstrated in several publications, e.g. [8, 13, 14, 19, 21, 23]. Variations of the approach have mostly been applied to pre-segmented data or incorporated in off-line classification schemes with complete data models, i.e. all materials need to be known a priori. Laidlaw et al. [15] use a variation of this approach in an analysis of feature space designed to estimate percentages of material occupation inside voxels in Magnetic Resonance (MR) data. The method excels in situations where a complete segmentation of all materials is desired. A similar mixture model, specific for DECT, is proposed by Heinze et al. [8], which potentially could be used in place of our interaction based classification. Prilepov et al. [19] propose an order dependent method for multi-material interface reconstruction based on such percentage data. Their work focus mainly on surface representations of binary decision boundaries where our work retains the probabilistic nature of the data throughout the rendering process. Kniss et al. [13] take a more visual approach by delaying the final classification decision until render time to facilitate uncertainty exploration and risk analysis. Their method rely on
initial probabilistic expressions for each voxel and for all classes of materials in the data. Visual mapping is then performed over these classes instead of the raw data. An important difference between this method and ours is that theirs ultimately result in a piece-wise constant expression that does not allow for variations inside materials.

Explicit Segmentation: Explicit binary segmentation, or labeled-volume rendering, has been used to spatially constrain the TR response, thereby successfully reducing misclassification artifacts. Label volumes by Tiede et al. [25] and two-level volume rendering by Hadwiger et al. [7] are two examples that provide smooth, but binary, decision boundaries. The methods do not, however, account for signal degeneration in the surrounding regions and can therefore only be used to solve some of the classification artifacts described earlier. This is studied in more detail in Section 3. Also, despite extensive research progress, accurate segmentation masks are often not available unless time consuming manual procedures are used.

Kernel regression: A key part of our work is based on the kernel regression framework [24] (a generalization of, among other methods, bilateral filtering [26] and moving least squares [2]). A number of techniques for reconstruction based on such methods have been presented within the context of volume rendering, e.g. [16, 27]. These works exclusively assume continuity in the signals.

We chose to use the kernel regression framework since it offers an intuitive connection between the probabilistic classification, weighted reconstruction, and reconstruction certainty within a unified framework. Although kernel regression has traditionally not been used for discontinuous signals we will show how this can be done and how it can easily be integrated into existing frameworks. It should also be noted that the kernel regression framework supports unstructured grids even if this aspect is not utilized within this work.

3 DVR Approaches and Discontinuities

To illustrate our approach in relation to the most commonly used Direct Volume Rendering (DVR) methods we provide a small synthetic point-sampled data set in Fig. 3. The reference is a piecewise contiguous object of study consisting of three separate features, \( f_{1,2,3} \) (red, green and blue). The objective is to create a representation of the reference from sub-sampled data. Data and TR mapped images for both the reference and the sub-sampled data (4 \( \times 4 \) sample points) used to create the representations are shown on the top row (a–d). The TR, which also acts as a classifier, is shown in (e). On the bottom row (f–i), four different results are shown: pre-classified DVR, post-classified DVR, two-level DVR, and our method.

As evidenced by the images each method produces different representations of both the boundaries and internal regions. Pre-classified DVR effectively treats intermediate space between samples as uncertain. This provides a representation of lost information in the boundary area, which expresses uncertainty by combining contributions from each of the neighboring samples. Unfortunately, this also prevents the variations within the materials from being represented (dark streaks). Post-classified DVR reconstructs the signal as fully continuous. This captures the variations within the materials well, but also creates both gaps (white areas) and sheet artifacts (e.g. the green line) in the boundary regions. Two-level DVR utilizes segmentation masks to spatially localize the TR widgets to their respective regions (post-classified DVR is used within each region). This successfully removes the sheet artifacts, but interpolation of the signal near boundary regions is still an issue, causing gaps in the rendering.

We have chosen to design our method such that variations within features are preserved, and a representation of uncertainty in boundary regions is obtained, avoiding the sharp decisions made by many existing approaches. The approach builds on systematic modifications of the classification, reconstruction and visual mapping stages of the DVR pipeline as shown in Fig. 4. In the following sections we present the details of these stages and how we can achieve the desired result without further input beyond the existing TF.

For the remainder of the paper, \( x \) and \( y \) denote spatial position and data value(s) respectively while index \( i \) indicates a grid point.

4 Probabilistic Classification

This section explains two new ways to acquire feature classifiers \( P(f_j | y_i) \), i.e. the probability that feature \( f_j \) occurs given the data value at grid point \( i \). A key aspect of the two new methods is that they use a widget-based graphical interface similar to a standard TR editor, which is highly desirable thanks to the low latency between editing and visual result. In the first method each widget provides both classification and visual properties (illustrated in Fig. 5(a)) and in the second the two qualities are separated into individual widgets (illustrated in Fig. 5(b)). When acquiring both visual properties and classification from the same widget we derive the classification for feature \( f_j \) from the widget’s alpha channel. To further decouple the classification from the visual mapping we normalize the response such that the classifier returns 1 across the maximum of the widget:

\[
P(f_j | y_i) = \frac{\alpha(y_i)}{\alpha_{\text{max}}}
\]
Feature classifiers are extracted automatically.

Fig. 5: Feature classifiers can be designed as separate primitives (for full flexibility) or extracted from the visual primitives (for minimal interaction complexity).

where $\alpha_{\text{max}}$ is the maximum opacity of the widget associated with feature $f_j$. In our experience, this approach often provides sufficient feature delineation (Fig. 9 and 10 are good examples), is especially easy to implement and does not require any additions to the user interface.

Unfortunately, the above approach imparts a set of restrictions on widget design. The most obvious such restriction occurs when a classifier is meant to capture an entire feature while the visual mapping is only meant to display a smaller part of the full feature. An example of such a case is illustrated in Fig. 5(b) where the green widget represents a thin range of values and thus would be too narrow to classify the full feature.

Using dedicated classifier widgets increases the flexibility of the system at the cost of interaction complexity due to the overall increased number of widgets. Classifier widgets and visual property widgets also need to be explicitly linked in an additional step. As the interpretation for a classifier widget is strictly probabilistic it holds only a scalar value. Fig. 5(b) illustrates a setup with two stacked editors. Classifier widgets and visual property editors are combined in the visual mapping stage described in Section 6.

while the presentation.

Weighted Reconstruction

For reference, the reconstruction with a single normalized spatial kernel takes the following form

$$
\tilde{x}(x) = \sum_{y_i \in \Omega_k} w_i y_i
$$

where $w_i$ are the spatial weights of the neighboring samples and the neighborhood $\Omega_k$ is defined by the kernel size.

Feature-Constrained Reconstruction

In this work, the spatial kernel is given by a generalization of trilinear interpolation with separable weights computed in each dimension for all spatial weights:

$$
w_i = w_x w_y w_z, \quad w_{x,y,z} = \frac{1}{2\sigma} \left(\frac{|x-x_i|}{\sigma}\right)^2 \left(\frac{|y-y_i|}{\sigma}\right)^2 \left(\frac{|z-z_i|}{\sigma}\right)^2
$$

Here, $w_x, w_y$ and $w_z$ are the respective weights in each spatial dimension and $w_f$ denotes the final spatial weight for grid point $i$. The function is scaled such that the tent shape approximates a Gaussian which is truncated at $\pm 2\sigma$.

Constructing a feature-specific weight function for kernel regression is straightforward once the conditional probabilities $P(f | y_i)$ are known. Using the framework notation, a feature weight is defined as

$$
w_f = P(f | y_i).
$$

This is combined with the spatial weight function from Equation 4 to form the feature specific reconstruction for feature $f$

$$
\tilde{x}_f(x) = \frac{\sum_{y_i \in \Omega_k} w_f w_{x,y,z} y_i}{\sum_{y_i \in \Omega_k} w_f w_{x,y,z}}.
$$

Assuming a regular grid, normalized spatial kernels will always have support and integrate to one. The feature kernels on the other hand cannot be assumed to do so. To address this we will introduce the concept of reconstruction validity during the visual mapping stage described in Section 6.

Extending the framework to multiple features is done by computing one weighted reconstruction per feature of interest defined by the user. That is, Equation 6 is evaluated for each $f_j$. The result is a set of estimated values $\tilde{x}_{f_j}$ (one for each feature of interest), which are processed in the visual mapping stage described in Section 6.

5 A FRAMEWORK FOR RECONSTRUCTION OF PIECEWISE CONTINUOUS DATA

Our reconstruction framework is based on kernel regression but extends it to handle multiple features. We will therefore briefly explain kernel regression before detailing how it is combined with our feature based approach. Furthermore, to handle partial volume effects, we will describe how to adaptively choose the filter kernel size. We simplify the notation of a single feature $f_j$ by omitting the index $j$ to improve the presentation.

5.1 Extending Kernel Regression to Feature-Constrained Reconstruction

This section details how the kernel regression framework is used to achieve continuous signal reconstruction within individual features. The original kernel regression framework was presented for image processing by Takeda et al. [24] to provide optimal estimations of an unknown signal between sampled grid points. The framework describes how a series of constraints can be used to influence a reconstruction. The framework also supports non-regular grids as well as variations in the local expansions. We use their notation, where $y_i$ denote the values of the grid points and the reconstructed signal estimate is denoted $\tilde{x}(x)$.

To preserve the details within a feature but discern between different features, the kernel regression framework in our approach relies on local approximations by Taylor expansion and is thus not defined for reconstructions across discontinuities. Our assumption here is that the Taylor expansion is valid within each feature and that the reconstruction will therefore be valid as long as it is performed within the continuity of a single feature. Furthermore, weight functions are often enforced to be strictly greater than zero over their entire domain to avoid the risk of undefined reconstructions. We can relax this requirement such that weight functions may be zero since the utilization of the kernel regression framework will ensure that the visual impact goes to zero when the reconstruction becomes undefined.

Weighted Reconstruction

For reference, the reconstruction with a single normalized spatial kernel takes the following form

$$
\tilde{x}(x) = \sum_{y_i \in \Omega_k} w_i y_i
$$

where $w_i$ are the spatial weights of the neighboring samples and the neighborhood $\Omega_k$ is defined by the kernel size.

Feature-Constrained Reconstruction

In this work, the spatial kernel is given by a generalization of trilinear interpolation with separable weights computed in each dimension for all spatial weights:

$$
w_i = w_x w_y w_z, \quad w_{x,y,z} = \frac{1}{2\sigma} \left(\frac{|x-x_i|}{\sigma}\right)^2 \left(\frac{|y-y_i|}{\sigma}\right)^2 \left(\frac{|z-z_i|}{\sigma}\right)^2
$$

Here, $w_x, w_y$ and $w_z$ are the respective weights in each spatial dimension and $w_f$ denotes the final spatial weight for grid point $i$. The function is scaled such that the tent shape approximates a Gaussian which is truncated at $\pm 2\sigma$.

Constructing a feature-specific weight function for kernel regression is straightforward once the conditional probabilities $P(f | y_i)$ are known. Using the framework notation, a feature weight is defined as

$$
w_f = P(f | y_i).
$$

This is combined with the spatial weight function from Equation 4 to form the feature specific reconstruction for feature $f$

$$
\tilde{x}_f(x) = \frac{\sum_{y_i \in \Omega_k} w_f w_{x,y,z} y_i}{\sum_{y_i \in \Omega_k} w_f w_{x,y,z}}.
$$

Assuming a regular grid, normalized spatial kernels will always have support and integrate to one. The feature kernels on the other hand cannot be assumed to do so. To address this we will introduce the concept of reconstruction validity during the visual mapping stage described in Section 6.

Extending the framework to multiple features is done by computing one weighted reconstruction per feature of interest defined by the user. That is, Equation 6 is evaluated for each $f_j$. The result is a set of estimated values $\tilde{x}_{f_j}$ (one for each feature of interest), which are processed in the visual mapping stage described in Section 6.
5.2 Partial Volume and Kernel Size Selection

As our data model we assume an object of study to consist of a series of continuous features (independent signals) divided by discontinuities (step-functions). In case the data has been convolved with some form of point spread function (PSF) causing partial volume effects the PSF is modeled as a Gaussian with an area of influence of $\sigma_{\text{PSF}}$ in accordance with Kindlmann and Durkin [11]. By using the fact that the influenced regions are restricted in the spatial domain and that their extent is often a global property that is independent of the participating materials [10, 20] we can calculate a kernel size that captures the extent is often a global property that is independent of the participating materials [10, 20].

We observe that, for a kernel with a size equal to the PSF, the combined weight of all voxels that have been misclassified due to partial volume is less than the combined weight of a solid feature. However, using a large kernel across the whole domain can suppress details in high frequency areas. Therefore, to enable our reconstruction to handle partial volume effects and at the same time preserve details in high frequency data, we utilize a variable kernel size. The maximum kernel size is based on the PSF, $\sigma_{\text{max}} = 2\sigma_{\text{PSF}}$, which also serves as an initial estimate. In order to reduce the kernel size in regions dominated by solid features we first introduce a measure of kernel support:

$$\Phi(x, f, \Omega) = \sum_{y \in \Omega} w_y w_f.$$  \hspace{1cm} (7)

Note that $\Omega$ is directly related to the $\sigma$ used in Equation 4. In particular, we use the term feature support for an estimation within a neighborhood whose size is related to the observed PSF:

$$\mathcal{F}_f = \Phi(x, f, \Omega_{\text{max}}).$$  \hspace{1cm} (8)

This feature support is used to differentiate between real features and partial volume misclassifications. The variable kernel size is computed as a linear combination of the minimum ($\sigma_{\text{min}}$) and maximum ($\sigma_{\text{max}}$) kernels based on the feature support from Equation 8:

$$\sigma_f = (\mathcal{F}_f)\sigma_{\text{min}} + (1 - \mathcal{F}_f)\sigma_{\text{max}},$$  \hspace{1cm} (9)

where we use $\sigma_{\text{min}} = 0.25$ for a smallest possible kernel size of $2^3$ voxels. If a feature $f$ has no support, i.e. $\mathcal{F}_f = 0$, the reconstruction of the feature is terminated since no visual output will be generated due to a lack of valid samples. Note that the size of the reconstruction kernel does not need to be adjusted for point-sampled data without partial volume.

6 Visual Mapping

A widget-based TF is used to assign color and opacity properties to primitives. Section 4 presented how each TF widget is explicitly or implicitly linked to a feature. The TF here expresses the user’s interest in a particular part of a feature and more than one widget can be assigned to the same feature. We will now go through how the multiple visual contributions are combined into a joint visual response.

6.1 Reconstruction Validity

Having reconstructed an estimated value for a specific feature we want to know how valid this value is to use in the latter parts of the pipeline. As a measure of validity we use the support of active reconstruction kernel. Including the kernel validity is necessary in order to smoothly avoid ill-posed reconstructions. For example, consider a region where $P(f \mid y) \approx 0$ for a majority of samples in $\Omega_x$, i.e. almost no values were valid to use. This may be caused by situations where only a few far-away voxels have an impact on the reconstructed value. The kernel regression framework still provides the best possible estimate from a least squares’ perspective, but it will do so using a strong normalization as the denominator in Equation 6 will be very small. To address this issue, we interpret the strength of this normalization as a measure of kernel validity

$$\mathcal{V}_f = \Phi(x, f, \Omega_x).$$  \hspace{1cm} (10)

Note that the kernel validity differs from the feature support in that it is computed on the potentially smaller neighborhood $\Omega_x$ using $\sigma_f$ for spatial weights (cf. Equation 8).

This is similar to the interpretation as a reconstructed conditional probability $P(f \mid x)$ at the point of reconstruction as proposed by Kniss et al. [13]. Due to its use as a normalization factor in the reconstruction, we prefer the interpretation of the expression as reconstruction validity within the context of this work.

6.2 Combining Multiple Visual Contributions

The maximum number of visual contributions that need to be combined is equal to the number of widgets in the TF. In practice, however, only one or two of the contributions will typically have non-zero opacity for a given data value (i.e., there are few places where more than two visible features overlap).

As an example, consider the visual editor in Fig. 5(b) in which two features ($f_1$ and $f_2$) and three visual primitives, $\mathcal{P}_f$ (red, green and white) have been defined. The red and green primitives are associated with $f_1$, the white primitive with $f_2$. Computations at any point $x$ along the ray would then include two reconstructions and result in three visual contributions, which all need to be taken into consideration for the final visual response at point $x$.

Previous works have targeted the problem of combining multiple, uncertain or partial visual contributions. Cai and Sakas [3] provide a categorization of intermixing schemes. Other approaches include solutions based on decision- and risk-boundaries, fuzzy representation and probabilistic animation [4, 13, 18]. It is, however, outside of the scope of this paper to provide a complete overview of these approaches.

In our work, we employ an accumulation level intermixing [3] where color contributions from a single sample point are computed individually. Each contribution is additionally weighted by its reconstruction validity, $\mathcal{V}_f$, to separate between desired and undesired contributions.

For our purposes we have chosen a fuzzy representation of uncertainty based on reconstruction validity and user interest as expressed in the alpha channel of the TF. We first add a linear mapping function to the computed validity

$$\gamma(\mathcal{V}) = \frac{\mathcal{V} - \mathcal{E}_\text{src}}{\mathcal{E}_\text{dst} - \mathcal{E}_\text{src}} \text{ with } \gamma \text{ clamped to } [0, 1].$$  \hspace{1cm} (11)

The visual contributions for each feature are subsequently blended into the accumulated color, $C_{\text{dst}}$, and opacity, $\alpha_{\text{dst}}$, using front-to-back compositing:

$$\begin{align*}
C_{\text{dst}} &= C_{\text{dst}} + (1 - \alpha_{\text{dst}})C_{\text{src}} \\
\alpha_{\text{dst}} &= \alpha_{\text{dst}} + (1 - \alpha_{\text{dst}})\gamma(\mathcal{V}_f).
\end{align*}$$  \hspace{1cm} (12)

where $C_{\text{src}}$ and $\alpha_{\text{src}}$ are the color and opacity from the mapping of the reconstructed value $\xi_f$ through each associated primitive, $\mathcal{P}_f(\xi_f)$. The compositing in Equation 12 is thus performed once for each widget. The blending order corresponds to the order of the widgets in the TF.
The interpretation of the parameter is straightforward as a 'high frequencies in an isosurface like manner. This information can, however, also be used to classify a single solid feature. Traditionally, this information has been used to visualize specific transitional regions, e.g., the blue sheet observable in Fig. 7(a).

As a first example, one can create a minimal intensity/gradient TF that only classifies and visualizes those parts of the feature that have low gradient magnitudes. Unfortunately, this results in severe gaps in the visualization between the two visualized materials, as illustrated in Fig. 7(b) top magnification. To fill the gaps and to create a more reasonable representation of the feature one may extend the classifier widgets in the intensity/gradient domain to include the nearest parts of all transition arcs associated with the targeted feature. However, as illustrated in the bottom magnification of Fig. 7(c), this can introduce a different form of undesirable artifacts as the specificity between different transitions is worse near an arc base than at its apex. Crossing arcs also contribute to similar misclassification problems. While some of the misclassification introduced by the arcs can be removed by manually adjusting the widgets, misclassification still appears, as illustrated in the bottom magnification in Fig. 7(d). This adjustment is also both ad-hoc and time consuming. Furthermore, the number of arcs that need to be adjusted is dependent on the number of other features that need to be adjusted is dependent on the number of other features.

 Appropriately for $\epsilon_x$ and $\epsilon_y$ naturally depend on the characteristics of the data. For point sampled data without partial volume the mapping is reduced to a stylistic expression of certainty, as exemplified in Fig. 6, ranging from full uncertainty visualization to a best-guess representation. All renderings based on point sampled data in this paper use $\epsilon_x = 0.25$ and $\epsilon_y = 0.75$. For imaging data with partial volume, the less precise classification often lowers the expected reconstruction validity. For this type of data, we use $\epsilon_x = 0.25$ and $\epsilon_y = 0.5$ for all renderings, which suppress most partial volume effects while also providing full opacity within features.

For non-expert users, $\epsilon_x$ and $\epsilon_y$ can remain hidden. The only parameter that we then choose to expose to the user is the option to manually fine-tune $\sigma_{max}$ in case the initial estimate proves incorrect. The interpretation of the parameter is straightforward as a 'high frequencies' vs. 'partial volume artifacts' tradeoff discussed earlier.

7 RELATION TO EXISTING METHODS

The problem of correctly classifying features or transitions between features is not new. One of the dominant ways to address the problem has traditionally been to rely on derivative models of the data, i.e., local descriptions for the gradient and curvature. This section provides an analysis of how such methods can be used to achieve the piecewise continuous representations of an object of study that are the target of our work. Gradient models offer greater specificity in delineating different transitional regions. For example, the blue sheet observable in Fig. 7(a).

Traditional visualization and further promote the reproducibility of our approach.

8 IMPLEMENTATION

The presented feature-constrained reconstruction is summarized in Algorithm 1. The prototype implementation that has been used to present the images in this paper is based on GLSL code and required only minor changes to an existing software implementation of post-classification DVR. TF widgets are rendered individual layers in look-up tables (1D- and 2D-array textures, respectively) to allow each widget to be sampled independently. To demonstrate the ease of implementation, and further promote the reproducibility of our approach, we provide annotated GLSL code in the supplementary material. The file contains two functions: globally continuous reconstruction and feature-constrained reconstruction.

Table 1: Specifications of data sets and visualizations employed. “Feature overlap” refers to overlap in value ranges.

<table>
<thead>
<tr>
<th>Fig.</th>
<th>Source</th>
<th>Partial</th>
<th>Feature</th>
<th>Size, reference size</th>
<th>$\sigma_{max}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Synthetic</td>
<td>No</td>
<td>No</td>
<td>128 x 64 x 1, 1024 x 512 x 1</td>
<td>0.5</td>
</tr>
<tr>
<td>2,9</td>
<td>DECT scan</td>
<td>Yes</td>
<td>Partial</td>
<td>512 x 512 x 512, N/A</td>
<td>1.25</td>
</tr>
<tr>
<td>3,6</td>
<td>Synthetic</td>
<td>No</td>
<td>No</td>
<td>4 x 4 x 1, (procedural)</td>
<td>0.5</td>
</tr>
<tr>
<td>8</td>
<td>Synthetic</td>
<td>No</td>
<td>Yes</td>
<td>16 x 16 x 16, N/A</td>
<td>0.55</td>
</tr>
<tr>
<td>7</td>
<td>CT scan</td>
<td>Yes</td>
<td>Yes</td>
<td>128 x 128 x 128, N/A</td>
<td>1.75</td>
</tr>
<tr>
<td>10</td>
<td>DECT scan</td>
<td>Yes</td>
<td>Yes</td>
<td>256 x 256 x 256, N/A</td>
<td>1.25</td>
</tr>
</tbody>
</table>

Fig. 7: Comparison of reconstruction for intensity TF, 2D intensity/gradient TF, and our method using the Tooth data set. (a) 1D TF introduces misclassified boundaries (blue sheet) and large empty space near features boundaries (top magnification). (b–d) 2D intensity/gradient TF with minimal to high user interaction, illustrating the difficulty of achieving a desired classification through complex interfaces. None of them manages to perform the desired classification. (e) Our method applied to the 1D TF correctly classifies the materials and handles empty space near feature boundaries, as shown in the top and bottom magnification, with minimal additional user input.

Fig. 8: Displaying renderings of original synthetic data (left) and with added noise (right) for post-classified DVR in (a) and our method in (b). With post-classified DVR, noise-disturbed samples will affect also their surroundings (see outlined regions). The same artifacts are much less prominent using our reconstruction method. Thus, our method can help reduce the visual impact of noise.
has been discussed in relation to Fig. 2. The same problem appears in transitional regions between features where a visual map-

The first highlight (Fig. 1(d)) shows the well-known sheet artifact that erroneously visual effects that commonly arise in a continuous model. Other figures, classifiers derived from the 

widgets in a separate editor were used to generate Fig. 1 and 8. For all sets. Specifications of the data sizes and origin as well as parameters have been applied to several synthetic and real world data sets.

Fig. 9: These renderings exemplify a small region of interest (ROI) of the CT angiography scene introduced earlier in Fig. 2. (a) shows the raw data of the ROI which contains a cross section of a main artery neighbored by a smaller dense material. The following two sub-images show the data as mapped through the TF with; (b) linear interpolation and (c) our feature constrained reconstruction. The visual difference (CIE76 Lab distance) between linear interpolation and our method is highlighted in (d). For reference, we provide the TF mapping with no data interpolation (e) and 3D renderings of and an extended region with linear data interpolation (f) and and our method (g). As seen in both the 2D and 3D renderings, our method prevent the smaller pieces of dense material from appearing as if they were covered in a layer of contrast agent.

Require:
A set of visualized features \( f_j \) and a set of TF primitives \( T_F \)
Access to \( P(f_j | y_i) \), either precomputed or as a set of parametric functions (see Section 4)

Algorithm:
for all points \( x \) along view ray do
  for all features \( f_j \) do
    1) Compute feature support \( \mathcal{F}_{f_j} \) (Eq. 8)
    2) Select reconstruction kernel size based on \( \mathcal{F}_{f_j} \) (Eq. 9)
    3) Reconstruct \( \hat{f}_j(x) \) w.r.t. \( P(f_j | y_i) \) (Eq. 6)
    4) Compute reconstruction validity \( V_{f_j} \) (Eq. 10)
    if Validity \( V_{f_j} > 0 \) then
      5) Extract visual properties through \( \mathcal{T}_F \) (\( z_{f_j}(x) \))
      6) Compute visual contributions (Eq. 12)
      7) Blend to buffer
    end if
  end for
end for

9 RESULTS
We have applied the framework to several synthetic and real world data sets. Specifications of the data sizes and origin as well as parameters for the visualizations can be found in Table 1. Dedicated classifier widgets in a separate editor were used to generate Fig. 1 and 8. For all other figures, classifiers derived from the TF widgets were sufficient.

Initially we focus on the highlighted regions in Fig. 1 representing erroneous visual effects that commonly arise in a continuous model. The first highlight (Fig. 1(d)) shows the well-known sheet artifact that appears in transitional regions between features where a visual mapping of an unrelated feature incorrectly is shown. The same problem has been discussed in relation to Fig. 2.

The second highlight (Fig. 1(e)) demonstrates a similar sheet artifact but this time manifesting itself within, as opposed to outside, the visualized feature. In this region of the data set, the values within the ‘O’ are higher than what the user has selected to show. Outside the ‘O’ the values are all zero, which the TF also defines as transparent. However, due to the continuous interpolation, a blue sheet appears at the boundary even though the user expects a transparent output in this region. For point sampled data, our method removes this artifact through the weighted reconstruction. For data with partial volume, the effect is hard to separate from what may be natural value shifts within the feature. The effect is dependent on the number of voxels that have been erroneously labeled in the initial classification and can thereby be addressed through improved classifier specificity.

A different type of artifact is shown in the third highlight (Fig. 1(f)). Gaps are formed between adjoining features due to a shrinking effect of both features. This effect always occurs when their respective visual primitives in the TF are disjunct, since reconstructed intermediate values are mapped to transparency. The artifact is even more noticeable in the presence of partial volume as illustrated in Fig. 7 and discussed in Section 7. As highlighted in the inset images of Fig. 7, our method improves the representation of both visualized features without introducing the misclassification that appears in other methods.

The effects of adapting the kernel size to preserve high frequencies within features can be seen in Fig. 7. Here, the kernel size is increased for both features near the transition, yet the solid materials still show the high frequency variations that exist when a global small kernel is used (compare sub-figures (a) and (e)). Another example of how increased kernel size is used to reduce small scale effects of partial volume is evident in Fig. 9 where the high frequencies near transitional regions are misleading. In Fig. 8, a synthetic data set with two features are given overlapping value ranges by adding noise. The sheet-type artifact discussed above causes single noise-disturbed samples to also affect their respective local neighborhoods. Our method avoids the sheet effect by restraining the spatial spread and therefore reduces the visual impact of the noise.
Finally we also provide examples to demonstrate that the approach scales well and supports data of higher dimensions. This is illustrated in Fig. 2, 9 and 10 which are rendered from data acquired through DECT and supports interactive performance for 2D scalar fields and small 3D scalar fields.

![Image](a) (b)

**Fig. 10:** This example is rendered from a contrast enhanced DECT data set of a human head. Using a second energy level in the CT acquisition provides improved differentiability between the contrast enhanced vessels and the skull. Even so, classification is still problematic, resulting in severe misclassifications, primarily along the inside of the skull (a). Our method (b) is capable of eliminating much of the thin artifacts, resulting in a more easily interpretable image.

<table>
<thead>
<tr>
<th>Data set size</th>
<th>Post (HW)</th>
<th>Post (SW)</th>
<th>(\sigma_{\text{max}} = 0.5)</th>
<th>(\sigma_{\text{max}} = 1.0)</th>
<th>(\sigma_{\text{max}} = 1.5)</th>
</tr>
</thead>
<tbody>
<tr>
<td>512(^2) (2D slice)</td>
<td>0.002 s</td>
<td>0.002 s</td>
<td>0.003 s</td>
<td>0.004 s</td>
<td>0.010 s</td>
</tr>
<tr>
<td>16(^3) (3D ROI)</td>
<td>0.002 s</td>
<td>0.005 s</td>
<td>0.008 s</td>
<td>0.50 s</td>
<td>0.184 s</td>
</tr>
<tr>
<td>128(^3) (3D focus)</td>
<td>0.002 s</td>
<td>0.006 s</td>
<td>0.008 s</td>
<td>0.031 s</td>
<td>0.094 s</td>
</tr>
<tr>
<td>128(^3) (3D)</td>
<td>0.004 s</td>
<td>0.022 s</td>
<td>0.036 s</td>
<td>0.171 s</td>
<td>0.516 s</td>
</tr>
</tbody>
</table>

Table 2: Performance measurements for 2D and 3D scalar fields. Interactive performance can be achieved for 2D scalar fields and small 3D scalar fields.

Separation between the object of study (what the user wants to see), the measurable signal (what can be measured) and the measured signal (the sampled data) in the context of signal reconstruction for visualization is the underpinning concept in this work. We made two crucial points; that the user’s conceptual understanding of the object of study in many cases consists of multiple disjoint features, and that applying a continuous model in such cases results in severe artifacts in the rendered image.

To address the identified issues we presented a novel boundary aware visualization model that improves upon previous work by utilizing knowledge about features to be accounted for in the reconstruction stage of the visualization pipeline. The approach is general for all visualization work requiring a color mapping and we have exemplified it using slice based and volumetric rendering. The new framework enabled the use of a piecewise continuous data model by performing a per-feature reconstruction. The theoretical foundation for this was realized by extending kernel regression to constrain reconstruction within single features. Knowledge about features was introduced using a probabilistic interpretation of classification. As this probabilistic interpretation is common in the field of visualization our work is widely applicable. Since our method does not rely on any single implementation to derive the probabilistic classifications it offers great flexibility in the trade-off between classification specificity versus computational and interaction overhead. Notably, one of the proposed probabilistic classification implementations was entirely based on the TF and thus does not introduce any extra user defined parameters.

Although performance is currently a weakness of our approach, it is applicable for slice based rendering as well as for smaller focus regions of volumetric data. Addressing performance by improving the selection of kernel sizes remains an interesting possibility for future work. Other avenues for future work include gradient reconstruction, semi-automatic creation of support functions, and an extension of representation of transitions between regions.
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